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CENTER FOR DISTANCE EDUCATION

M.Sc.- STATISTICS ASSIGNMENT PAPER

Sub: Mathematical Analysis & Linear Algebra (Paper-1) Max Marks: 15

Multiple Choice Questions:(10*1/2=5)

1. IfVe(a,b) &> fis

a) Bounded b)Continuous c)Increasing d)None
2. The Point (x,y) obtained by solving f,=0 and f,=0 as known as
a) Saddle Point b)Extreme Point c)Critical Point d)None
3. Afunction which is increasing and decreasing is known as
a) Bounded b) Continuous c) Analytic d)Monotonic
4. A function fis said to be a function of Bounded variation then
a) S| Afe|2M b) S| A% |<M c) 3| Af | <M d) None
5. If f(x,y) has an extreme value in (a,b) then necessary condition os
a) fx (a,b)=0 & f,(a,b)=0 b) ) f, (a,b)=(a,b) c) fyy (a,b)=0 & f,(a,b)=0d)None
6. If Pis non singular matrix, P'BP=
a)B b)P )l b) P!
7. The length of normal vector is
a)o b)1 c)-1 d)None
8. If X'AX>0 then q is called
a) Positive definite b) Negative definite c) Semi positive d) Semi Negative
9. If Q= Y'DY is known as
a) Signature of Q b)Index of Q c) Diagonal of Q d) None
10. In computation of M-P Inverse AlA=
a)B b)A o)l b) Al

Fill in the Blanks: (10*1/2=5)

If the function f is monotonic on (a,) then ’f’is on (a,b)
Riemann Integral S(P,f)=

Total Variation Vs (a,b) =

A fk=

The Taylor’s expansion of f(a+h,b+k)=
The rank of moore Penrose inverse of A =

If H is idempotent then H?

If A is Positive definite then the characteristic roots of A are
In the Gram Schmidt orthogonalization process the basis Z,=
10 The Moore Penrose inverse is always
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Answer the following (10*1=10)

Define Extreme and saddle point

Define Simultaneous limit

Define Repeated limit

Define Riemann stielties integral(RS Integral)
What is finer partition and give one example
Define Quadratic form and index and signature
Define orthogonal basis and orthonormal basis
Gram Schmidt Orthogonalization process

. Prove if AX=g is consistent iff AA'|g=g

10. Define GramMatrix
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FACULTY OF SCIENCE
M.Sc. | Year : APRIL 2016
CDE ASSIGNMENT QUESTIONS
SUBJECT: STATISTICS
PAPER- Il: PROBABILITY THEORY

N.B.: Answer all questions.

(a) Give the correct choice of the answer like ‘a’ or ‘b’ etc in the brackets provided against the
guestion, Each question carries %2 mark:

2
1. The inequality PﬂXn —,u| > 5}S % is known as ( )
(a) Jensons (b) Lyapunov’s (c) Chebychev’s (d) Minkovski’s

2. The distribution function of a random variable X is given by F(X)Il—(1+X)e_x; for x> 0and
F(x)=0;otherwise.Then, the probability density function

(a) (1+x)e™ (b) (X—=De™
3. If A,B,C € { and A and B imply C, then ( )
(2) p(C') = p(A") + P(B") (b) p(C") < p(A")~P(B')
(c) p(C")= p(A")-P(B") (d) p(C") < p(A)+P(B")

4. The characteristic function of Poisson distribution is

© (E7*+X+])

@e" ()

@ e—/l(e“—l) b) e1(e“+1) © eﬂ(e“—l) @ e—/l(e“+1) ( )
5 If ,Bn=E|X|n<oothenf0r2<kSn we have ( )
@B <P OB AL BB @B < B
6. If a sequence of independent random variables is defined as P [Xn —2n]= % and P[X ,=2" ]— ; ;
n> 1 then E[X ] is ( )

(a) 2" (b) 2™ ()0 (d) 1
7.1 X, ~ N (u,0?);i=1,2,..n;independently and if S, = Zn: X then V(S,)= ( )
i-1
(a) o> (b)no? (c) o %/ @ o /Jn
8. The random variables for which Borels strong law of large numbers is defined are ( )
(a) i.i.d. binomial (b) i.i.d. Poisson

(c) i.i.d. Bernoulli (d) i.i.d. normal

9. For the following TPM, when the state space is S={0,1,2}then the absorbed state is

1/3 2/3 0

P = 0 1 0
1/2 0

1/2
(@0

« )
(b) 1 (c)2 (d) none



. (3) . .
10. The notation P j  in the Markov chain represents ( )

(a) Probability of reaching the state j from state i in 3 steps
(b) Probability of reaching the state i from state j in 3 steps
(c) Probability of not reaching the state j from state 1 in 3 steps
(d) Probability of not reaching the state i from state j in 3 steps

(b) Fill up the blanks, Each question carries ¥2 mark:

1. If ¢ (1), te R' is a characteristic function of a random variable X then the characteristic function of
Z=(X-p)/oc is where p and o” are the mean and variances of X.

2. If a sequence of random variables is convergent in probability then F’QXn - X| > 5) — ,asn—> o,

3. In terms of Distribution function, P(a <X <b) =

4. 1If {X psnN2 1} is a sequence of Bernoulli random variables such that P [X .= 1]= pand P [X N = O]= q

S
then E {—n} =
n

n
5 If {X I 1} is a sequence of large  numbers  such  thatS, :in ,
i

S S
E[X,]= g and V(X,)= azthenﬁ—p> E[Tn} as N —© s known as

WLLN’s.

6. According to Chebychev’s inequality P(|X - ,u| >k)<

7. Bernoulli process is a Stochastic process in which state space is and index set is

8. The SLLN’s which is a particular case of Kolmogorov’s SLLN’s is

9. A positive recurrent and aperiodic state is known as state.

10. E"2[X +Y|" < E"?|X|" + E"2|Y[" is known as inequality.




Each question carries 1 mark
Answer the following questions within the space provided

1. Define distribution function and state its properties:-

2. State Jensons inequality:-

3. Define the mode of convergence in probability:-

4. Obtain the characteristic function of Normal distribution.
5. State Slutzkys theorem and Borel 0 - 1 law

6. State Kolmogorovs SLLN’s and Kolmogorovs inequality.

7. State Levy — Lindeberg CLT and Khintchines WLLN’s.
1/3 2/3 0

8. In the following TPM, identify the closed class, when the state space is {0,1,2} P=|1/2 1/2 0|.
0 1 0

1 .
9. If P{Xk =t /log kJ = k=1,2,3,...n then obtain V( X | ).

10. Define Initial distribution of a Markov chain:-



M.SC. (Statistics) First Year (CDE) Assignment
PAPER-I1II : Distribution Theory & Multivariate Analysis
(Maximum Marks : 20)
Note: Answer all the questions in A4 size white papers neatly with your own hand
writing in the order of Questions by writing the Question numbers.

SECTION-A ( Multiple Choice : 10 X %2 =5 Marks)
1. Identify the correct

a) log normal i) MD.=4/5¢
b) Pareto i) (1/¢) !
¢) Normal iii) Mean = ak/(a-1)
d) Weibul iv) Median = exp (u)
a) a-i, b-ii, c-iii, d-iv b) a-ii, b-i, c-iv, d-iii ~ ¢) a-i, b-ii, c-iv, d-iii d)None [ ]
2. The Moment generating function does not exists for
a) log normal i) Mean < Median > Mode
b) Pareto ii) Mean > Median > Mode
¢) Normal iii) Mean < Median< Mode
d) Weibul iv) Mean = Median = Mode
a) a-iii, b-ii, c-iv, d-i b) a-ii, b-i, c-iv, d-iii ~ ¢) a-i, b-ii, c-iv, d-iii d)None [ ]

3. The distributions satisfies the exponential family among i) Binomial ii) Negative Binomial iii)
Hyper-Geometric iv) Uniform v) Gamma vi) Cauchy vii) Normal viii) Beta are

a) i, ii, iii, iv, v b) i,1ii,iv, v, vil  ¢)1i, ii, v, vii, viii d) None [ ]
4. Identify the correct for the following distribution and property
a) Binomial 1) p(l-qeit')'l
b) Geometric ii)(q+pe")”
¢) Cauchy iii) exp(-|t|)
d) Laplace iv) (1+t%)"
a) a-i, b-i, c-iii, d-iv  b) a-ii, b-i, c-iv, d-iii  ¢) a-i, b-ii, c-iv, d-iii d) None [ ]
5. If A ~Wp(Z, m) B~ Wp(Z, n) (m, n > p) are independent then |A| / |A+B| follows
a) Normal b) Wishat c) Wilks A d) None [ ]

6. If X ~ Np (u, X) then the distribution of sample mean vector follows
a) Np (np, nX) b) Np(u/n, £/n)  ¢) Np(u, X/n) d) None

7. If X ~Np ( p, X), and consider a linear transformation Yy =x® —leZ'lng(z), Y® =x®
with Covariance (Y\", Y?) is .
)22 ' 0n% b)-Zp2 Sy o) -Zpdy d) zero [ 1]

8. The maximum percentage of explained principal component for a data whose a variance-
covariance matrix eigen values are 6, 3.9 and 0.1 is

a) 60% b)39% c) 1% d) None of these [ ]
9. The process of obtaining the geometric representation of multidimensional scaling based on
the ordinal information is said to be Multidimensional Scaling.
a) Metric  b) Non-metric  c¢) Parametric d) None of these [ ]
10. The mean of sample of p-variate normal distribution is
a) Normal b)t-  c¢) wishart d) None of these [ ]
SECTION-B (Fill in the blanks : 10 x %2 =5)
11. If X & Y follows Standard Normal then the ratio of X and Y follows variate.

12. The sum of two independent Exponential variate U (=X+Y) is

13. If X follows a Chi-square with n; df and Y also follows chi-square w1th n, df
independently then the ratio of two chi-squares X/Y is variate.

14. The ratio of two standard normal distributions is follows

15. The probability density function of Compound Binomial-Poisson distribution is

16. The Expected Cost for Misclassification (ECM) is defined as

17. The concept of maximum likelihood discriminant rule is

18. The objective of canonical correlation analysis is to find X* = a’X and Y* = b'Y so that

1S maximum.

19. If the density function is f(X)= Ysexp{-Y5{(Xi-1)*+(x2-2)*} } then covariance ¥ is
20. The coefficients of (t,%/2!) and (t,%/2!)in the CGF of Multinomial are




21.
22.
23.
24.
25.
26.
27.
28.
29.
30.

SECTION-C (10x1=10)

Obtain the mean of standard Weibull distribution.
If X follows Lognormal distribution then derive the distribution of 1/X.
Express the Poisson as a Power series distribution.
Derive the Mean & Variance of conditional distribution of Bivariate normal.
State the Assumptions on Orthogonal Factor Model.
State the Fishers discriminant allocating rule for assigning X to Populations m; or 7, |
State the assumptions in deriving the Canonical variables and its correlations
Explain Metric method of Multidimensional Scaling
State the applications of Hotelling T°.
IFX~N3([4 5], 5_ {12 8} then the density of bi-variate normal.

8 9



M.Sc. (PREVIOUS) STATISTICS - CDE
INTERNAL ASSIGNMENT MAY 2016
SUBJECT : STATISTICS
Paper-1V : Sampling Theory & Theory of Estimation
Marks:20

N.B.: Answer all Questions.
Give the correct choice of the answer like ‘a’ or ‘b’ etc. in the brackets provided
against the question. Each question carries half mark.

SRSWOR is always efficient than SRSWR.
a) less b)  equally
c) more d)  None of the above ( )

In optimum allocation of stratified random sampling, ny is large if stratum variability
Sh 18

a) large b)  small
c) Zero d)  None of the above ( )
In ppswr, the unbiased estimator of V(Y,, ) is
1S Y o o 1 Y o
N N CAmY b EARY
Vg ) " e gG, e
c) nL Zn: (% ~Y ) d)  None of the above ( )
Bias of Ris of the order
1 1
- b 2
2) 2n ) n
b) L d)  None of the above ( )
Jn
V(¥,,) is minimum if b, = By, =
S: 2
a)  f b)
th Syh
Sy><h
c) 52 d)  None of the above ( )
xh
The estimation consists of constructing two statistics L(x) and U(x) based

on sample ‘X’ such that for any population feature ‘0°, L(x) < U(x) and
P[L(x) <0 <U(x)] = I-a.

a) point b) interval c) simple d) None of the above ( )

1|Page



10.

8.

A random function T(x) : S"—Q is said to be estimator of W(0), if
for any positive integer ‘n’, Eq [T(x)] = W(0), for all 0 € Q.

a) mean unbiased b) median unbiased c)unbiased d) None of the above ( )

developed to establish the lower bound for the variance of any unbiased
estimator of parametric function ‘¥'(0).

a) Bhattacharya  b) Rao-Blackwell c) Fretcht-Cramer Rao  d) None of the above
«C )
The two important resampling techniques are

a) Bootstrap b) Jacknife c) Reduction in bias d) None of the above ( )

When f, (x) is defined as the ratio of the relative frequency divided by the length of
the interval, then the estimator is due to .

a) Kernel type b) Rosenblatt’s  ¢) non-parametric d) None of the above

«C )

Fill in the blanks. Each question carries half mark.

In Stratified Random Sampling, the population is

In Systematic sampling, V(Y,,) =

If the total sample size ‘n’ is large then V(Y..)=

In cluster sampling, the relationship between §°, 52 and S is S*=

In two-stage sampling, ‘n’ first stage units and ‘m’ second stage units from each
chosen first stage units are selected by SRSWOR then its sampling variance is given

by V()=

The concept of completeness was introduced by

For unknown parameter 6 which maximizes the likelihood function for variation in 6,

L(x;0) = Selip L(x,0), 9 is called

Asymptotic Related to Efficiency can be defined as

2|Page



0. Two methods for finding confidence intervals are

10.  The end points of a tolerance interwal are called

Write short answers :-

Define ratio estimator and regression estimator.

Define ppswor and ppswr.

Define cluster sampling and two —stage sampling . Give an example for each.
Define non-samplng errors.

Explain about non-sampling bias.

State and prove Neyman Factorization theorem.

Define Fisher information.

Write the statements of Rao-Blackwell and Battacharya bounds.

Define CAN and BAN estimators.

0. Define Rosenblatt’s native and Kernel-type density estimators.

SO XN RN =

3|Page



